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ABSTRACT. Humans are social creatures, one of the ways humans socialize is by
communicating with each other. Socializing is needed for humans to be able to adapt, recognize
and be able to move towards their environment. However, this is an obstacle for the deaf
community, even though the presence of sign language can help to socialize, but not everyone
can understand it. This study will propose the detection of sign language so that it is easy to
understand, the sign language that will be detected is American Sign Language (ASL).
American Sign Language is used because it is quite well known for its use in terms of sign
language research and will use the Machine Learning method, namely Convolutional Neural
Network (CNN). The use of this method itself was chosen because it has a high level of
accuracy, in this study the results of the resulting accuracy rate were 99.89%.
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The data set used is a data set from
kaggle.com where in the ASL dataset there
1s a total of 27,455 with 785 rows.
However, the image shown is of course the
same as in figure 1.
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Machine learning is a subset of Artificial
Intelligence, the difference is that Machine
Learning will use even more data. One of
the methods in machine learning is CNN
(Convolutional Neural Network).

Convolutional Neural Network (CNN) is an
architecture that can recognize information
intended to predict an object. CNN's ability
to recognize objects differs from the
position of the input data. This ability
makes Convolutional Neural Network
(CNN) currently widely used in various
fields [13].
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PYTHON

Python programming language will be used
in processing data from the dataset and
using the CNN method for detection. This Figure 5 color detection
programming language is very familiar to

use among Machine Learning users.
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3. METHODOLOGY

The data processing process starts from
importing data, the data displayed will be
like Figure 3. Then the next step is to
process the signal image so that it can be
read clearly.
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Figure 3 head data of ASL
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Figure 4 ASL for preprocessing e
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The following steps are to start the
. . . : 150
detection, the image displayed is an
example of the signal letter b (figure 5) 175
which will be changed to gray (figure 6) 0 i 100
and then after detection, it will produce as Figure 7 Result

shown in Figure 7.
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in more detail the detection steps to be
described as follows;
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h 4

[ Diction ]

[ Accuracv

4. RESULT

From the steps that have been described
previously, that there are steps for making a
model as shown in the image below. This
model is needed in the application of the
CNN method to the dataset.

After the modeling step, when calculating
the level of accuracy, the results are as

shown below.
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Figure 9 accuracy result

5. CONCLUSION
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Based on the explanation above, that this
study uses data taken from the American

Model: "sequential"
Layer (type) Output Shape Param #
conv2d (Conv2D) (None, 28, 28, 75) 750
batch_normalization (BatchNo (None, 28, 28, 75) 300
max_pooling2d (MaxPooling2D) (None, 14, 14, 75) 0
conv2d_1 (Conv2D) (None, 14, 14, 50) 33800
dropout (Dropout) (None, 14, 14, 50) 0
batch_normalization_l (Batch (None, 14, 14, 50) 200
max_pooling2d_1 (MaxPooling2 (None, 7, 7, 50) 0
conv2d_2 (Conv2D) (None, 7, 7, 25) 11275
batch_normalization_2 (Batch (None, 7, 7, 25) 100
max_pooling2d_2 (MaxPooling2 (None, 4, 4, 25) 0
flatten (Flatten) (None, 400) 0
dense (Dense) (None, 512) 205312
dropout_1 (Dropout) (None, 512) 0
dense_l (Dense) (None, 24) 12312
Total params: 264,049
Trainable params: 263,749
Non-trainable params: 300

Figure 8 model

Sign Language (ASL) dataset, research
using different datasets will of course
produce different levels of accuracy.
Likewise, the steps taken and the results
obtained are still in the form of images, text
or video captures. This research uses the
ASL dataset and the steps are preprocessing
and modeling then changing the color of the
image and the detection results obtained are
in the form of text and signal images,
getting a very high level of accuracy,
namely 99.89%.
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